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ABSTRACT 

 

 

Exploring new spin filtering materials is an important issue of modern 

spintronics. Conducting spin-polarized current, these materials may be 

implemented in magnetoresistive memory elements, hard disk scanning heads, and 

other devices. Previously it was shown that planar hexagonal nanostructures such 

as graphene and h-BN have great potential for being used in spintronic devices due 

to the spin polarization induced by the contact with ferromagnetic substrate. It is 

reasonable to suppose that boron nitride and carbon nanotubes (BNNTs and CNTs) 

can also be used for this purpose. Although the contact interaction of carbon and 

BN nanotubes with ferromagnetic substrates is supposed to be quite similar to that 

of the corresponding graphene and h-BN hexagonal monolayers, which can be 

considered as nanotubes of extremely large diameter, finite thickness of the tubes 

can result in a significant change of interface properties. This effect has not been 

investigated in detail. 

The interaction of zigzag and armchair carbon and boron nitride nanotubes 

(NT) with ferromagnetic transition metal (TM) surfaces, namely, Ni(111) and 

Co(0001), was studied within the framework of density functional theory. 

Different configurations of composite compartments mutual arrangement were 

considered. All NT(n,0)/Co interfaces were found to be more energetically 

favorable than NT(n,0)/Ni, and conductive carbon nanotubes demonstrate slightly 

stronger bonding than semiconducting ones. Partial densities of states and spin 

density spatial distribution of optimized structures were investigated. Influence of 

ferromagnetic substrate on nanotubes’ electronic properties was discussed. The 

presence of contact-induced spin polarization was established for all 

nanocomposites. The contact-induced polarization of BNNT resulted in the 
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appearance of local conductivity in the vicinity of the interface while the rest of the 

nanotube lattice remained to be insulating.  

Organic-based spintronics is one of the most fast-developing fields in 

nanoelectronics. Buckminsterfullerene-based composites are widely investigated 

due to their unique properties and there are a number of studies on their interaction 

with various types of substrates. Ferromagnetic surfaces are of a particular interest 

for potential spintronics applications. Based on the data reported in literature, one 

can suppose that there is more than one stable structure in C60/Fe(001) composite 

system. Different possible adsorption sites of C60 molecule were investigated 

revealing the possibility of their coexistence and its influence on the composite 

properties. 

Half-metallic La0.7Sr0.3MnO3 (LSMO) is widely used in spintronic devices 

due to its high spin polarization. It has a lot of advantages comparing with 

conventional ferromagnetic materials (e.g. Fe, Co, Ni) which are much less spin 

polarized and suffering from well-known conductivity mismatch problem. Using 

half-metallic electrodes (LSMO) allows achieving up to 95% contact spin 

polarization in MTJ devices without using any additional layers. Moreover, in 

contrast to the above mentioned transition metals, LSMO is highly resistive against 

oxidation. These features make LSMO an ideal candidate to be used in spintronics.  

Atomic and electronic structures of LSMO-based composites with carbon 

nanotubes were studied within the framework of density functional theory with 

respect to the termination of LSMO surface. The deformation of tubes caused by 

the lattice mismatch with the substrate resulted in a major change in their 

electronic structure. The surface terminated with Mn-O layer provided much 

stronger interaction with carbon nanotubes than Sr-O terminated one did. The 

interaction with transition metal atoms was essential for forming nanocomposites 

when nanotube structure was visibly distorted. 
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Spinterface between fullerene C60 and La0.7Sr0.3MnO3 (LSMO) was studied 

within the framework of density functional theory. As previously, co-existence of 

many different configurations was shown, and probabilities of their appearance 

were estimated. Dependence of composite properties on configuration and 

temperature was also investigated. Key role of transition metal atoms in both 

binding between composite compartments and magnetic ordering in C60 molecule 

was discussed. The latter was suggested to be responsible for spin-polarized charge 

transport while overall magnetic moment of fullerene molecule was relatively 

small. 
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1. THEORETICAL BACKGROUND 

 

 

1.1 Density functional theory 

Density functional theory (DFT) method is based on the Hohenberg-Kohn 

theorem [1] establishing the relation between the electron density of system ρ and 

its electron energy so the energy of electronic ground state is fully determined by 

the electron density. The proof of Hohenberg and Kohn theorem was then extended 

to satisfy arbitrary temperature systems by Mermin [2]. However, these pioneer 

works didn’t propose a particular recipe to construct the functional itself. 

Introducing the orbital approximation, Kohn and Sham made the explicit usage of 

density functional theory possible in computational chemistry [3,4]. 

Total energy functional can be presented as:  

                                             , (1) 

where          is the term for electrons’ kinetic energy;            stands for the 

energy of electron-electron interaction; and         is the potential describing the 

interaction between electrons and external field. Minimizing the energy with 

respect to the one-electron orbitals, one can obtain Kohn-Sham equations similar to 

the Hartree-Fock equations:  

        
 

 
           

    

      
                  , (2) 

where hks is one-electron Kohn-Sham operator similar to the Fock operator in 

Hartree-Fock equations; i is the energy of canonical one-electron Kohn-Sham 

orbitals;    is one-electron canonical Kohn-Sham orbital; Vne stands for the 

potential of nuclei-electron interaction; and νxc is exchange-correlation potential. 

Density functional approximations differ from each other by the exact form 

of exchange-correlation functional. It’s usually described through the exchange-

correlation energy density xc: 
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(3) 

Exchange-correlation density xc can be, in turn, presented as the sum of 

correlation c and exchange x energy.  

 

 

1.1.1 Local density approximation, generalized gradient approximation  

Local density approximation (LDA) [5] assumes that the electron density 

can be locally presented as homogeneous electron gas, or, in other words, the 

electron density is described by the smooth function. In more general approach, 

local spin density approximation (LSDA) is used for α and β densities being 

different from each other. Exchange-correlation potential is constructed following 

the equation: 

( ( )) ( ),LDA

xc xcV drE n r n r   (4) 

where Exc is one-particle exchange-correlation energy of homogeneous electron 

gas. Exchange part of this energy was originally calculated as: 

0,458
( ) ,

( )
x

s

E n
r n

   
(5) 

where        
 

   
 

   
  

Correlation energy for homogeneous gas was originally derived as:  

0,44
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E n
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(6) 

Interpolation allows one to obtain the equation suitable for any density: 

1,222 11,4
( ) 0,066ln 1 .

( ) ( )
xc

s s

E n
r n r n

 
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There are lots of extensions and further developments of LDA approach. 

Still, this approximation is used quite frequently since it is suitable for many 

systems, including ones with weak van-der-waals interactions.  

In order to improve local density approximation, one should consider 

inhomogeneous electron gas which can be achieved by introducing the gradient of 

exchange and correlation energies. This approach is known as the generalized 

gradient approximation (GGA) method. One of the most used functionals for 

calculations in periodic boundary conditions is Perdew–Burke–Ernzerhof (PBE) 

functional  [6]. 

Exchange energy is generally described in GGA as  

   
                   

                     , (8) 

where   
    

 is one-particle correlation energy of homogeneous electron gas;    is 

the local Seitz radius    
 

    
  

  
 

    ;             is spin polarization; and 

             is the density gradient. Here      
                   

 
 is the spin 

scaling [7];             is the Thomas-Fermi screening;             , 

          is the first Bohr radius. 

The gradient supply H is described within the framework of PBE as:  

                 
 

 
   

     

          
  , (9) 

where 

  
 

 
     

   
    

          
    

  

. (10) 

Thus, PBE exchange term is determined by the following restrictions: 

1) when     
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            , (11) 

where   
    

  
     

  
  

2) exact exchange energy is equal to: 

                            ; (12) 

3) linear response function        is: 

           , (13) 

when                (this term accounts for the exchange without 

correlation);             is the density gradient; 

4) the condition  

                                       (14) 

is satisfied when spin-polarized                           smoothly 

increases from s up to the maximum being equal or less than 2.273, which means 

that            .  

So the simplest form of       satisfying 4 and 3 is[6]: 

                     , (15) 

where        . 

 

 

1.1.2  DFT-D3 method [8] 

One of the acute issues in modern DFT is the way to describe weak van-der-

waals interactions. A large number of works is devoted to this problem [8–17]. 

Considering this issue in terms of the accuracy and computational efficiency, long-
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range empirical corrections to the standard functionals are supposed to be more 

convenient for practical use. DFT-D3 is one of the most widely used and well-

tested approaches.  

Total energy in DFT-D3 method is determined as: 

                     , (16) 

where         is conventional DFT total energy, and       is dispersion 

correction:  

                         
  

  

     
             

  
  

     
  

 

   

   

   

   

  (17) 

Here     stands for the number of atoms,   
  

 is n order dispersion constant 

for ij atomic pair,     is interatomic distance. Damping function      is necessary 

for avoiding inaccurate description of small r region: 

          
    

                   
   

, (18) 

where      is order-dependent scaling,      stands for cutoff radius, and    is 

steepness.  

 

 

1.1.3  Habbard U method for systems with strong electron correlations [18] 

Most of conventional DFT functionals suffers from the strong electron 

density delocalization which is suitable for many systems but fails to describe Mott 

insulators and other compounds with localized electrons.  

Habbard approach (DFT+U) is one of the simplest way to account for strong 

electron correlations. The main idea behind this method is to describe strongly 

localized d and f-electrons using Habbard model which is the extension of tight-

binding approach, while valence electrons are described by conventional DFT:  
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    , (19) 

where      is the energy obtained using local density approximation;      is 

correlated states energy;     is the double-counting term since they are accounted 

both by the Habbard correction and conventional calculation:  

         
      

  

 
         

  

 
                         . 

(20) 

Here U and J  are constants for Coulomb and exchange interaction manually 

chosen in order to better represent experimental data; n stands for localized orbitals 

occupation. Dudarev et al. [19] proposed to use effective U parameter (     

     instead. 

 

 

1.2 Plane wave basis set 

According to the Bloch’s theorem, eigenvalues of one-electron Hamiltonian 

with periodic potential with the period of lattice can be chosen to be the product of 

the plane wave and the periodic function of the same period: 

                 , (21) 

where k is the wave vector,        is the periodic function: 

             . (22) 

Local part of the wave function can be expanded using plane waves basis set 

with wave vectors equal to the vectors of reciprocal crystal cell: 

                                

 

  (23) 

where reciprocal cell vectors   are derived from         for each   (unit cell 

vector),   is the integer. Thus, each wave function can be presented as the sum of 

plane waves: 

                                      

 

  (24) 
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It’s worthnoting that        are more important for smaller kinetic energies 

              than for ones with higher energy. Thus, one can choose the 

cutoff energy in order to include only plane waves with kinetic energy lower than 

cutoff. This approximation lead to inaccuracy of the total energy which can be 

reduced by the cutoff energy increasing.  

Combining (24) with the Kohn-Sham equation (2) and integrating lead to: 

  
  

  
                                           

  

 

                  

(25) 

Here the first term accounts for the kinetic energy of electrons,      is ion-

electron static potential,    is Hartree electron potential, and     is exchange-

correlation potential. The size of matrix is determined by the plane waves cutoff 

energy              
 . It’s going to be larger for systems with valence and 

core electrons. Using pseudopotential approach [20,21], one can expand wave 

functions to the smaller set of plane waves. 

 

 

1.2.1 Pseudopotential approach 

The main idea behind the pseudopotential approach is to calculate explicitly 

only valence electrons while keeping the core electrons the same as for individual 

atoms [22]. These core electrons affect only the effective ion charge.  

Practically, this means that strong ion-electron potential is substituted by a 

weaker pseudopotential describing all valence electrons properties. The real system 

is thus substituted by the pseudoions and pseudovalence electrons. The pseudoion 

potential matches the real ion potential outside the cutoff radius rC but it’s much 

weaker within this radius. The Schrodinger equation is solved easier within the 

sphere of rC radius since the wavefunction is expanded to a smaller set of basis 

functions. 
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There are four general criteria for pseudopotential construction [23]: 

1) pseudowavefunction should be nodeless in order to obtain smooth 

wavefunction; 

2) charge within the sphere of rC radius should be the same for both wave 

functions; 

3) pseudowavefunction should be continuous and twice differentiable; 

4) eigenvalues of wave functions should be equal. 

Generally, pseudopotentials are determined as: 

                               

  

 (26) 

where        are spherical harmonics,    is pseudopotential acting on the wave 

function with angular moment  .  

DFT method with plane wave basis set and pseudopotentials is the most 

efficient tool for computational chemistry and material science [22,24]. 

One of the first derived pseudopotential methods was norm-conserving 

pseudopotential [25,26]. All-electron (AE) wave function is substituted by the 

smooth nodeless pseudowave function (PS) within the core radius. The only 

restriction for the choice of PS is the norm-conserving condition: PS wave function 

has to have the same norm within the chosen radius as the AE one. Outside the 

core radius, PS and AE wave functions are identical. For accurate description of 

charge distribution the cutoff radius should be close to the maximum of AE wave 

function [27]. Hence, large plane wave basis set is demanded for elements with 

localized orbitals. Increasing of the cutoff radius is usually not an appropriate 

solution since it leads to the worse matching between AE and PS.  

One of the most successful approaches is the ultrasof pseudopotential 

method (US-PP) proposed by Vanderbilt [28]. The norm-conserving condition can 

be relaxed when solving generalized eigenvalue problem so the only condition is 
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the match between AE and PS wave functions at the cutoff radius. This allows 

choosing it to be far from the AE maximum.  

In order to compensate the charge deficit, valence electron charge density is 

determined as: 

                     
           

   

          

   

  (27) 

where  

                                     

   

  (28) 

                    
            

           (29) 

   and       correspond to all-electron and pseudowave functions,    are local 

wave functions.  

 

 

1.2.2 Projector augmented wave method 

Projector augmented wave method (PAW) is the natural extension of both 

ultrasoft pseudopotential approach (US-PP) and linearized augmented-plane-wave 

method (LAPW) [29]. On the one hand, it’s more generalized form of LAPW since 

all-electron wave functions are considered like in other augmented wave methods. 

On the other hand, many operations being performed are very similar to the ones 

used within the pseudopotential framework. The only difference between US-PP 

and PAW is the presence of one-center terms in latter case [30]. Along with that, 

PAW is still all-electron method. All-electron (AE) wave function is described 

following the methodology of augmented wave methods being linearly connected 

to the pseudowave function (PS):  

    
        

         
        

            

 

  (30) 



 

16 

 

where     
   and      

   correspond to АЕ and PS wave functions, partial АЕ wave 

functions     
   are constructed by the radial integration of Schrodinger equation 

and further orthogonalization with respect to the core states, partial PS wave 

functions      
   coincide the corresponding     

   outside the augmentation region 

and construct the full set within this region,         is the projector function localized 

in augmentation region and satisfying the equation:  

                           (31) 

Partial wave functions are the product of spherical harmonics and radial 

meshed functions. Projectors are constructed in the same way and presented as the 

plane waves set, similarly to PS functions.  

Core levels are described as: 

                               (32) 

with no projector functions used.   

 

 

1.3 Methods for geometry optimization  

The problem of finding the minimum of the function f is equivalent to the 

problem of finding its gradient   node. Most of geometry optimization methods 

are based on well-known Newton method proposing the recipe for numerical 

solvation of the f(x)=0 as: 

        
     

      
  

(33) 

For the optimization problem the equation (33) turns into: 

           
  

  
    

      
(34) 

where   stands for gradient vector, and H is the hessian. 

Newton-Raph   son method is the improvement of original Newton method 

by choosing the optimal step after several iterations. Using (34) can lead to 
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situation when Taylor’s expansion is not correct. Introducing the bias-correction 

allows controlling the direction and step in the right part of the eq. (34): 

               
      (35) 

where                    
     .  

Analytical calculation of first energy derivatives is necessary for Newton-

Raphson optimization. Hessian can be estimated either analytically or numerically. 

The family of quasi-Newton methods uses iteration procedure of hessian updating. 

One of the most frequently used schemes for such updating is the one proposed by 

Broyden, Fletcher, Goldfarb and Shanno (BFGS) [31–34]:  

                  
  

         
  

 
                             

  
       

                
  

                               

 
        

                                              
   

             
  

(36) 

where                  ,                  ,       
  

  .  

The BFGS scheme implementation may lead to the negative Hess matrix 

eigenvalues which means the optimization of saddle point rather than energy 

minimum. Rational function (RF) approach allows avoiding this situation. Hessian 

is now calculated as: 

                        
                   

             
 

                              

                    
  (37) 

where       . 
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1.3.1 Conjugated gradient method 

Conjugated gradient method belongs to the family of local optimization 

methods. It’s widely used for geometry optimization because of its fast 

convergence and high reliability. The main idea behind the method is the 

construction of conjugated directions on the base of gradient values.  

The bias direction at the iteration i is determined with respect to the previous 

one using the equation: 

  
                

        ,    
    

 

       
  (38) 

 

 

1.4 Methods for transition state evaluation 

When searching for the saddle point, one has to use methods allowing 

simultaneous maximization of one degree of freedom and minimization of the 

others. One way to do this is to use quasi-Newton algorithms for searching the 

energy maximum along the lowest vibrational mode of system. Still, this method 

demands the initial structure of transition state to be close enough to the real one. 

This, in turn, leads to additional calculations for scanning the potential energy 

surface in order to find the geometry close to the transition state.  

 

 

1.4.1 Nudged elastic band method 

The most reliable method for finding minimum energy path (MEP) of 

reaction is the nudged elastic band method (NEB). Each image along the path 

corresponds to the energy minimum in any direction perpendicular to the path.  

NEB is a chain method [35,36] which uses a number of geometry images to 

describe the reaction path. MEP calculation starts from the construction of images 

corresponding to the intermediate states of the system (4-20 images). Using 
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internal coordinates interpolation is reasonable in many cases, for example, if the 

rotational motion is involved [37]. Images are bound to each other by elastic band 

ensuring the continuity of path during the calculation and equal spacing between 

them. The optimization of constructed structures results into MEP. 

The main feature of NEB distinguishing it from other elastic band methods 

is a special way to project forces in order to divide supplies from elastic forces and 

potential forces acting on atoms. Calculation of tangent for each image at each 

iteration allows obtaining parallel and perpendicular components of forces. Only 

the component of elastic force parallel to the path and only the component of 

potential force perpendicular to the path lead to that elastic band affects only the 

image spacing and not the MEP convergence. Otherwise, the interaction between 

forces lead to the shift of images and prevents MEP from following the curve 

shape [38,39]. NEB allows altering elastic forces without shifting of images. 

Tangent to the reaction path    is the normalized vector to the higher energy 

configuration or the weighted average of two neighboring configurations in the 

vicinity of maximum. So, the force acting on configuration i consists of two 

independent components: 

             
       

    
   

  (39) 

where   
  stands for the force perpendicular to the reaction path,  

             
                    (40) 

and   
   

 is elastic force along the path    : 

             
   

                            (41) 

Here    is the position of configuration i, and k is elastic constant [40]. 

Maxima at the MEP correspond to the saddle points on the potential energy 

surface, and the highest energy corresponds to the potential barrier of reaction. In 

some cases, interpolation barriers may differ substantially from the exact values, 

which is caused by the small number of images in the vicinity of saddle point. 
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Climbing image NEB method (CI-NEB) allows high-accuracy determination of the 

saddle point energy [41]. After several iterations the highest energy configuration 

is determined, and the elastic force component is excluded from the eq. (39) for 

this particular image. Along with that, potential force component parallel to the 

path is added, resulting in:  

             
                         (42) 

Thus, the image climbs up along the path and down perpendicular to the 

path. Other configurations here determine the particular degree of freedom for 

which the energy maximum is searched. Simultaneous optimization of all images 

allows using CI-NEB without any cost at computational efficiency with respect to 

original NEB.   
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2. INTERFACES OF NANOSIZED OBJECTS WITH MAGNETIC 

SUBSTRATES AS PROMISING SPIN FILTERING MATERIALS 

 

 

The search for new spin filtering materials is one of the acute issues of 

modern spintronics. Conducting spin-polarized current, these materials may be 

implemented in magnetoresistive memory elements, hard disk scanning heads, and 

other devices. In many cases an insulating layer determines the main physical 

properties of the nanocomposites. Previously it was shown that planar hexagonal 

nanostructures such as graphene [42–45] and h-BN [43,46–48] have a great 

potential for utilization in spintronic devices due to the spin polarization induced 

by the contact with ferromagnetic substrate. We suppose that boron nitride and 

carbon nanotubes (BNNTs and CNTs) can also be used for this purpose.  

Although the contact interaction of carbon and BN nanotubes with 

ferromagnetic substrates is supposed to be quite similar to that of the 

corresponding graphene and h-BN hexagonal monolayers, which can be 

considered as nanotubes of extremely large diameter, finite thickness of the tubes 

can result into significant change of interface properties. This effect is to be 

investigated in detail. 

Interaction of graphene with transition metal surfaces is well studied by both 

theoretical and experimental methods [42–45]. The most stable configuration of 

mutual arrangement in graphene/Ni(111) composite were determined by means of 

density functional theory [43,44]. Three different possible positions of carbon 

atoms were considered (top, hcp and fcc) but new bridge configurations were 

found during the geometry optimization. The comparison of LDA and GGA-PBE 

approaches reveals that even though LDA describes such systems better than PBE 

functional, it tends to overestimate binding energies. Hence, using van-der-Waals 
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correction is necessary here [44]. Electronic exchange interaction with nickel lead 

to spin polarization of graphene even in presence of multilayer h-BN media [43]. 

According to previous studies [49–51], interaction between CNTs and metal 

substrate can vary from physical adsorption [49] to covalent bonding [50]
 

depending on the metal species. It was found that there is a correlation between 

interaction energy and metal’s work function [51]. It also influences charge 

transfer in these composites. Moreover, the Fermi-level shift of combined system 

with respect to pristine nanotube can be estimated with reasonable accuracy using 

phenomenological model developed by Hasegawa and Nishidate [49]. However, 

3d metal-based composites (e.g. Fe, Co, Ni) are more complicated due to their 

prominent magnetic and catalytic properties. Interface of (5,0) carbon nanotube 

with iron nanowire was studied by a combination of density functional theory 

(DFT) and Non-Equilibrium Green function (NEGF) method [52]. Carbon atoms 

bonded with iron were found to be slightly spin polarized. Minor spin polarization 

can be explained in terms of interface structure features. Nanowire is bumped into 

the tube
 
[52] which leads to much smaller contact area in comparison with the tube 

lying on the metal slab
 
[53]. Theoretical study of Fe-filled nanotubes deposited on 

Ni(111) and Cu(111) surfaces shows that the presence of Fe lead to significant 

change in nanotube’s structure in both cases [54]. In fact, it turns to carbon 

“nanoarch” while metal surface becomes slightly corrugated. Charge density 

distribution confirms that both Fe and metal substrate affect C-C bonds leading to 

transformation of the tube.  

The BN nanotubes are significantly more stable in terms of heat and 

chemical resistance [55] than CNTs. In contrast with CNTs, the BN nanotubes of a 

different chirality demonstrate the similar electronic structure which can be 

attributed to a wide band gap. It is reasonable to assume that BNNT’s bonding with 

the metal surfaces may be quite similar to that of h-BN.  
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The perfect single-layer h-BN has been synthesized by CVD technique using 

some transition metals as supports [56]. The bonding of h-BN with ferromagnetic 

Co [46,48] and Ni [43,47] surfaces was found to be significantly stronger than that 

with other metals, such as Cu, Pd and Pt. This result is also confirmed by the 

theory and can be attributed to hybridization of h-BN π-states with 3d states of Ni 

[43,47]. Theoretical results [46,48] confirm the presence of covalent bonding 

between the h-BN and TM fragments in h-BN/Со(111) and h-BN/Со(0001) 

nanocomposites. 

It was found that dispersion interaction plays an important role in bonding of 

h-BN with nickel while it’s less important for cobalt since h-BN is likely to form 

covalent bonds with cobalt surface [46]. N atoms placed above the topmost metal 

sites were found to be much more favorable than B atoms. Boron atoms are then 

located either in hcp or fcc position. The study of composites’ electronic structure 

reveals the presence of induced magnetic moment on the h-BN sheet. Nitrogen 

atoms possess magnetic moment parallel to that of metal atoms (positive spin 

polarization) while boron atoms have large magnetic moment being antiparallel to 

that of Co and Ni (negative spin polarization). However, the question of the 

curvature effect is still open, so the interaction between BNNTs and metal surfaces 

is to be investigated in detail. 

Organic semiconductors are well-known as promising candidates for 

spintronics due to weak spin-orbit and hyperfine interaction [57–60]. Both giant 

magnetoresistance effect (GMR) and tunneling magnetoresistance (TMR) effect 

were observed in organic-based spin valves with rubrene, pentacene, tris(8-

hydroxyquinolino)aluminum (Alq3) and C60 as spacers [59,61–66]. Fullerene C60 is 

considered to be especially promising for use in organic electronics devices such as 

spin valves etc. [67–71] due to the absence of atoms other than carbon and, hence, 

weaker hyperfine interaction [66,72–74].  
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Films of C60 deposited on various noble and other closed-pack metal 

surfaces have been thoroughly studied both theoretically and experimentally [75–

79]. Low-energy electron diffraction (LEED) analysis was found to be an efficient 

tool for defining structural parameters of interfaces [75,78]. These results are also 

supported by the density functional calculations. Formation of one or even several-

atom vacancies due to the fullerene adsorption was reported in some cases 

[75,77,78,80] allowing tuning the interface properties by altering synthesis 

conditions. Recent studies of C60 films on Fe(001) surface reveal significant 

hybridization between fullerene π-states and iron 3d orbitals [81,82] leading to the 

change in charge and spin distribution in the contact area. Fullerene gets some 

degree of spin polarization opposite to that of the substrate. There are two different 

structures defined to be the most stable in this system being quite close to each 

other both in geometry of C60/Fe(001) mutual arrangement and adsorption energy 

[80,82]. Thus, one can suppose the coexistence of these two and, probably, some 

more structures.  

Half-metallic La0.7Sr0.3MnO3 (LSMO) is widely used in spintronic devices 

due to its high spin polarization [63,72–74,83] even though it may vary due to the k 

broadening in direction perpendicular to the surface [84] resulting in reduction of 

spin polarization observed in experiment [85]. It has a lot of advantages comparing 

with conventional ferromagnetic materials (e.g. Fe, Co, Ni) being much less spin 

polarized and suffering from well-known conductivity mismatch problem. One 

way to solve this problem is to add tunnel barriers between FM electrodes and a 

spacer at the cost of increasing device complexity. Using half-metallic electrodes 

(LSMO) allows achieving up to the 95% contact spin polarization in MTJ devices 

without using any additional layers. Moreover, in contrast to abovementioned 

transition metals, LSMO is highly resistive against oxidation [57]. These features 

make LSMO an ideal candidate for using in spintronics. Detailed studies of 

magnetoresistance in LSMO/C60/Co vertical spin valve [60,72–74,83,86] including 
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effects of spacer thickness and surface morphology reveal very complex behavior 

combining GMR resulted from spin injection and TMR due to the presence of 

pinholes in organic spacer [73]. Magnetoresistance effect was found to increase 

drastically when C60 layer possesses higher crystallinity and larger grain size with 

many pinholes. Co then can diffuse through these pinholes reducing the effective 

thickness of spacer and causing tunneling rather than spin injection [73]. In 

contrast to that, samples with smoother C60 surface demonstrate completely 

different characteristics corresponding to the spin-polarized injection [73]. In order 

to prevent Co from diffusing into the pinholes, more complex LSMO/C60/AlOx/Co 

devices were fabricated [72]. Aluminum oxide was found to suppress cobalt 

diffusion into the spacer layer effectively. Surprisingly, magnetoresistance effect 

changes its polarity in this case becoming positive instead of negative for original 

LSMO/C60/Co. This is explained in terms of competition between positive GMR 

channel and pinhole channel in latter case while positive MR dominating in former 

one [72]. Effect of Co/fullerene spinterface is also investigated both experimentally 

and theoretically by Liang et al. [83] However, the nature of interface between C60 

and LSMO is relatively less investigated. Experimental study of its electronic 

structure by photoelectron spectroscopy was performed very recently [87]. Shift of 

HOMO and LUMO levels leading to n-p transition was observed when increasing 

the thickness of C60. This was attributed to p-doping caused by oxygen diffusion 

from LSMO to the C60 layer.  

Recently the composites of LSMO with carbon nanostructures such as 

graphene zig-zag nanoribbons and multiwall CNTs were studied by several 

scientific groups [88–92]. La0.8Sr0.2MnO3 nanoparticle-decorated carbon nanotubes 

demonstrate metal-insulator transition and paramagnetic to superparamagnetic 

phase transition both rising from LSMO nanoparticles presence [88]. Anisotropic 

nature of magnetic field-magnetization curve and high coercivity allows using 

carbon nanotubes fabricated on the La0.66Sr0.33MnO3 by dip deposition method in 
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spintronic device applications [89]. Another application of LSMO/СNT 

composites is electrocatalysis due to K. Miyazaki’s research [90]. LSMO/CNT 

composites were found to be promising as cathode catalysts for oxygen reduction.  

It was found that exchange interaction with LSMO support causes the high 

rate spin polarization of graphene zig-zag nanoribbons, whereas carbon nanotubes 

remain to be slightly spin-polarized. Devices of multiwall carbon nanotube 

between two half-metallic LSMO electrodes demonstrate electric conductance 

increasing at lower temperatures [91] along with high spin polarization of 

electrodes and the resistance for spin injection [92]. The experimental results were 

supported by density functional theory calculations.  

The special kind of magnetic ordering in C60 molecule rising from the 

interaction with manganese atoms was proposed to be responsible for binding 

between fullerene and LSMO and complex magnetic exchange interaction. This 

encourages one to suppose that binding with manganese should affect electronic 

structure of carbon nanotubes deposited on LSMO surface as well. Interfaces of 

CNTs with ferromagnetic substrates are supposed to demonstrate significant spin 

polarization due to the interaction with 3d metals. One could expect even higher 

values of spin polarization for CNT when interacting with half-metallic material.  

The present study is to characterize the interactions of buckminsterfullerene 

C60, CNTs or BNNTs with ferromagnetic transition metals, namely, Fe, Co and Ni, 

as well as half-metallic La0.7Sr0.3MnO3, and to elucidate the nature of spin 

polarization of the nanosized fragments caused by interactions with ferromagnetic 

supports, particularly, to reveal if the 3d metal atoms are in charge of the 

composite properties in LSMO case.  
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3. Computational methods 

3.1 Study of NT interfaces with transition metal surfaces 

The first-principles density functional theory calculations of nickel and 

cobalt interfaces with BN and carbon nanotubes were performed using VASP code 

[93–96]. Local Density Approximation (LDA) [5], plane wave basis set and 

ultrasoft Vanderbilt-type pseoudopotentials [28,97]
 

were implemented for 

interfaces with zigzag nanotubes while GGA PBE potential [98,99] along with 

projector augmented wave [29,100] method (PAW) and D3 Grimme’s correction 

[8] of weak dispersion interaction were used when studying armchair nanotubes. 

The energy cut-off was specified as 400 eV in all calculations. 

First, unit cells of bulk Co and Ni were optimized. Then they were cut 

normal to [001] and [111] crystallographic directions in order to obtain 

corresponding surfaces. Next, metal slabs were simulated by constructing 

supercells containing several surface unit cells along one of the directions. The 

length of slabs (16.85 Å for Co and 16.90 for Ni) was sufficient for armchair tubes 

in neighboring images could be placed distant from each other in order to simulate 

isolated nanotubes on metal surface. Translation vector being parallel to the metal 

surface and normal to the tube axis was fixed at the values of 17.11 and 19.26 Å 

for Ni and Co, respectively, when studying interfaces with zigzag nanotubes. 

These models were chosen with respect to the symmetry and cell matching. 

To reproduce the main features of the electronic structure and spin states of 

the NT/TM composites, 8 layers of Co and 9 layers of Ni were chosen to design 

slab models. Artificial interactions in periodic boundary conditions were avoided 

by setting the vacuum interval of approximately 10 Å in direction normal to the 

interface. 

Then, nanotubes optimized structures were deposited on metal surfaces in 

the way ensuring the best commensuration between slab’s and tube’s translation 

vectors. Metallic (9,0) and semiconducting (10,0) carbon nanotubes as well as (9,0) 
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BN nanotube were used to describe zigzag nanotubes’ performance, and (5,5) 

carbon and BN nanotubes with almost the same diameter (6,97 and 7,05 Å, 

respectively)) were used for armchair nanotubes’ interfaces description.  

The Mönkhorst-Pack [101]
 
k-point Brilloin sampling was used. The k-point 

grid contained 6 points along the least translation vector and 1 point along two 

large translation vector for NT(n,0)/TM interfaces. For the case of armchair 

NT(5,5)/TM composites, k-point grid contained 12 points along the least 

translation vector and 1 point along the largest translation vector. Hexagonal 

symmetry of Co(0001) supercell was taken into account by specifying number of 

k-points in larger lateral direction as 2. This is reasonable because a vector there is 

defined not only by the first coordinate but has also a small contribution of the 

second one. For Ni(111), orthorhombic supercell was used, so 1 k-point was 

enough in this case. All abovementioned values were carefully tested and found to 

be sufficient in describing such interfaces. 

To reveal the stability of interfaces, the binding energy was estimated using 

following equation: 

Eb = Et(NT/TM slab) - Et(NT) - Et(TM slab), (43) 

where Eb is binding energy of a nanotube with metal slab surface, Et(NT/TMslab) is the 

total energy of hybrid structure, Et(NT) is nanotube’s total energy, and Et(TMslab) is the 

total energy of a metal slab. The magnitude of spin polarization was calculated as: 

  
     

     
, (44) 

where    and    are electron densities at the Fermi level for spin-up and spin-down 

states, respectively. 
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3.2  Study of C60/Fe(001) nanocomposite  

The first-principles density functional theory calculations of C60/Fe(100) 

composites were performed using VASP code [93–96]. GGA PBE potential 

[98,99] and projector augmented wave [29,100] method (PAW) were 

implemented. Geometry optimization was performed until the forces acting on 

atoms were less than 0.01 eV/Å. 

First, unit cell of bulk Fe was optimized. Then Fe(100) surface was 

constructed by cutting it along the corresponding crystallographic plane. In order 

to simulate C60/Fe(100) composites, we used 4×4 supercell of iron surface. This 

means that distance between the carbon cages of two neighboring fullerenes (~4.34 

A) is considerably close to that of the solid fullerene (3.13 Å) [102]. Setting the 

smaller iron substrate is not reasonable since the distance between C60 molecules 

would be less than that of the solid C60. This, in turn, would lead to the overbinding 

between neighboring molecules which, in fact, should be bonded via weak van-

der-Waals forces.  Since the interaction between iron surface and C60 is supposed 

to involve strong chemical bonding and charge redistribution [80–82], we then 

consider van-der-Waals supply to be negligible and do not use any correction for 

it.  Artificial interactions in periodic boundary conditions were avoided by setting 

the vacuum interval of approximately 12 Å in direction normal to the interface. 

Preliminary tests showed that 8 atomic layers are enough for sufficient 

representing the features of iron slab.  

As previously, the Mönkhorst-Pack [101] k-point Brilloin sampling was 

used. The k-point grid contained 3×3×1 points along a, b and c directions, 

respectively. The energy cut-off was specified as 400 eV in all calculations.  

Energy of bonding between fullerene and Fe(100) slab was estimated as: 

                   (45) 

where Ec, Ef and EMe are total energies of composite, fullerene and metal slab, 

respectively. 
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Deformation energy of fullerene and iron was found as: 

                        (46) 

where       and           correspond to the energy of iron (fullerene) in the 

composite and the energy of its pristine optimized structure.  

 

 

3.3  Study of LSMO-based nanocomposites  

The first-principles density functional theory calculations of LSMO/C60 and 

LSMO/CNT composites were performed using VASP code [93–96]. GGA PBE 

potential [98,99] with taking into account Hubbard corrections (GGA+U)
 
[19,103] 

and projector augmented wave [30,104] method (PAW) were implemented . D3 

Grimme correction of weak dispersion interactions
 
[17] was used in order to 

describe the interaction between nanotubes and LSMO substrate correctly. The 

U=2 and J=0.7 eV parameters of GGA+U approach are adopted from earlier 

calculations of LSMO [105–107]. Geometry optimization was performed until the 

forces acting on atoms were less than 0.01 eV/Å. The energy cut-off was specified 

as 450 eV in all calculations. 

First, unit cell of bulk LSMO was optimized, and the a translation vector is 

found to be equal to 3.886 Å which is in a good agreement with experimental data 

(a=3.876 Å [108] and a=3.87 Å [109]) and previous theoretical calculations 

(a=3.89 Å [105]). Then, LSMO(001) surface was constructed by cutting it along 

the corresponding crystallographic plane. Depending on the synthesis conditions 

the slab of LSMO can be terminated by either Sr-O or Mn-O layer. Mn-O 

terminated surface was chosen for calculation of interface with C60 since it was 

investigated in experimental works [72–74]. 4×4×1 supercell of LSMO surface 

which means that, in periodic boundary conditions, fullerene molecules are distant 

from each other (distance between them is ~8.6 Å) and can be considered as 

isolated. Lattice vectors were then set to be a=b=15.544 Å, c=30.000 Å. Both 
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possible terminations were considered for nanotubes’ interfaces in order to prove 

the crucial role of interaction with transition metal atom so one can expect much 

stronger interaction with Mn-O terminated surface and only a weak van-der-Waals 

interaction with Sr-O terminated one. 

Two different supercells of LSMO slab were used: 8×1×1 (a=31.09 Å, 

b=3.88 Å, c=30.00 Å) for CNT(9,0) and 6×2×1 (a= 23.32 Å, b=7.77 Å, c=30.00 

Å) for CNT(5,5). However, CNT(9,0) was still contracted by ~9% and CNT(5,5) 

was stretched by ~5% which changes their properties significantly. Neighbouring 

nanotubes must be located as far as possible from each other, so LSMO slabs 

consisted of 8 and 6 unit cells in direction normal to the tube’s axis, which were 

maximum values for providing both correct description and computational 

efficiency. We suppose that mainly the topmost layer should be responsible for the 

interface properties so one can use an oversimplified model of 1 unit cell along c 

direction without any cost at computational accuracy while considerably increasing 

the speed of calculation. Artificial interactions in periodic boundary conditions 

were avoided by setting the vacuum interval of approximately 10 Å in direction 

normal to the interface. 

The Mönkhorst-Pack [101] k-point Brilloin sampling was used. The k-point 

grid contained 2×2×1 points along a, b and c directions, respectively, for 

LSMO/C60 nanocomposites, 1×6×1 and 1×2×1 points along a, b and c directions 

for different nanotubes’ supercells.    

Energy of bonding between nanosized fragments and LSMO slab was 

estimated as: 

                      (47) 

where Ec, ENS and ELSMO are total energies of composite, nanostructure and LSMO 

slab, respectively. Charge and magnetic moment on fullerene molecule and carbon 

nanotubes were estimated according to the Bader charge analysis 
 
[110–112]. 
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4. RESULTS AND DISCUSSION 

 

4.1 Interaction between carbon and boron nitride nanotubes and 

ferromagnetic Co(0001) and Ni(111) substrates 

In this work the following possible configurations of NT/TM composite slabs 

were considered: top:fcc and top:hcp for CNTs (carbon atoms are placed under 

top, hcp and fcc positions of the TM substrates) and top(N):fcc(B), top(N):hcp(B), 

hereafter top:fcc, top:hcp, for BNNTs (the nitrogen atoms are placed under top and 

boron atoms are placed under hcp or fcc positions of the substrate, see Figure 1). It 

was found that top(B):fcc(N) and top(B):hcp(N) configurations are approximately 

1.5 eV higher in energy than top(N):fcc(B) and top(N):hcp(B) ones, in agreement 

with the data obtained for h-BN monolayer [42,43,48]. 

Table 1 shows the binding energies of NT(n,0)/TM composites as well as 

corresponding bond distances. All Co-based nanocomposites were found to be 

substantially more energetically favorable than Ni ones. The 

CNT(9,0)(top:hcp)/Co, CNT(9,0)(top:fcc)/Ni, CNT(10,0)(top:fcc)/Co, 

CNT(10,0)(top:hcp)/Ni, BNNT(9,0)(top:hcp)/Co and BNNT(9,0)(top:fcc)/Ni 

nanocomposites were found to be more energetically favorable than others. The 

CNT(9,0)/TM interfaces demonstrate slightly stronger bonding than 

CNT(10,0)/TM ones, which can be attributed to the difference in their conducting 

properties. Bond distances in top:fcc and top:hcp configurations remain virtually 

the same (the difference ≤ 0.01 Å). A slight displacement of the nanotube’s atoms 

from the top sites was observed for CNT(9,0)(top:fcc)/Co, CNT(9,0)(top:hcp)/Co, 

CNT(9,0)(top:fcc)/Ni, CNT(10,0)(top:hcp)/Ni and BNNT(9,0)(top:hcp)/Ni 

configurations. The angles between TM-X bonds (X=N, C) and normal to TM 

surface are in the range of 5-6˚. Similar phenomena was also found at graphene 

monolayer/Ni(111) interface [44]. 
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The top:fcc configuration of CNT(5,5)/Co and top:hcp configuration of 

CNT(5,5)/Ni relaxed into the bond configuration (carbon bond is placed above the 

TM atom) during the optimization (Figure 2). The deformation of the tube was 

observed in these cases (see Figure 7). This new configuration may be referred to 

the bridge configurations found in graphene/Ni(111) composite [44]. It should be 

noticed that only a slight displacement of the tube’s atoms from top sites was 

observed in interfaces of Co and Ni with zigzag nanotubes [53]. However, bond 

configuration is not stable for BN nanotubes, initial structure relaxing into one of 

the favorable configurations. For both Ni and Co-based composites the energy 

difference between configurations is negligible (see Table 2), the biggest one 

observed in CNT(5,5)/Ni system (~ 0.15 eV) is still too small to separate them in 

synthesis condition. In general, bonding of TM slab with carbon nanotubes is 

stronger than that with BNNTs, in agreement with previous studies [53]. In 

contrast to planar structures and zigzag nanotubes, Ni-based composites are more 

energetically favorable than Co-based ones. 

Table 1.The binding energies and bond distances for NT(n,0)/TM slabs 

Nanotube Metal 
top:fcc top:hcp 

Eb, eV z, Å Eb, eV z, Å 

CNT(9,0) 
Co -4.646 1.939 -4.720 1.944 

Ni -2.600 1.922 -2.374 1.929 

CNT(10,0) 
Co -4.523 1.944 -4.360 1.949 

Ni -2.260 1.921 -2.311 1.931 

BNNT(9,0) 
Co -3.876 1.993 -3.926 1.990 

Ni -1.891 1.968 -1.693 1.967 
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Figure 1. (a) top(N):hcp(B); (b) top(N):fcc(B) configurations of 

BNNT(9,0)/Co nanocomposite. Boron/nitrogen atoms are represented as green and 

gray balls, respectively. Orange and blue balls correspond to the first and second 

atomic layers of nickel atoms, respectively 

 

 

Figure 2. Configurations of armchair nanotubes’ location on the metal substrate. 

Carbon atoms presented as small dark balls; big orange and smaller light green 

balls correspond to metal atoms of first and second layer, respectively. Upper part 

of the tube is not presented for the sake of better representation. 
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Table 2.The binding energies and bond distances for NT/TM slabs 

Nanotube Metal top:fcc top:hcp Bond 

Eb, eV z, Å Eb, eV z, Å Eb, eV z, Å 

CNT(5,5) Co – – -1.534 2.040 -1.515 2.044 

Ni -1.918 2.030 – – -2.074 2.033 

BNNT(5,5) Co -1.097 2.097 -1.150 2.099 – – 

Ni -1.675 2.055 -1.680 2.063 – – 

 

Then, the electronic structure of composites was analyzed. Carbon partial 

density of states (PDOS) of CNT(n,0)/Ni and CNT(n,0)/Co nanocomposites for 

carbon atoms in direct contact with the metal surfaces as well as at the opposite 

side of the nanotubes are presented in Figures 3a, 3b. The nitrogen and boron 

PDOSes of BNNT(9,0)/Co composite are presented in Figure 4. 

 

Figure 3. (a) Partial density of states (PDOS) of CNT(10,0)/Co carbon atoms. (b) 

Partial density of states of CNT(10,0)/Ni carbon atoms. (c) Spatial distribution of 

spin density in CNT(10,0)/Co. (d) Spatial distribution of spin density in 

CNT(10,0)/Ni. Red (blue) line corresponds to the PDOSes of the atoms near to (far 
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from) interfaces (a,b). Yellow (blue) color corresponds to spin-up (spin-down) 

electron density (c,d)  

 

 

Figure 4. Boron (a) and nitrogen (b) PDOSes of BNNT(9,0)/Co composite. 

Red (blue) line corresponds to atoms near to (far from) the interface. 

 

Interfaces of different CNTs with the same type of substrate display very 

similar state distribution near the Fermi level. In particular, atoms in the direct 

contact with the metal surfaces demonstrate significant differences between spin-

up and spin-down density of states. However, atoms far from the interface are not 

spin-polarized.  

In the case of CNT(10,0)(top:fcc)/Co composite, a visible negative spin 

polarization of the top atoms and weak positive spin polarization of atoms far from 

the interface is detected (Figure 3c) with no spin polarization observed at fcc 

carbon atoms. In contrast, for CNT(10,0)(top:hcp)/Ni a positive spin polarization 

of hcp atoms (Figure 3d) as well as the top atoms negative spin polarization was 

detected. 

In contrast with CNTs, the electronic structure of the BNNT’s atoms distant 

from the interface is quite similar to that of an isolated nanotube with band gap 

approximately equal to 3.8 eV. This effect can be explained in terms of strong 

localization of electrons in BN nanotube, which leads to the difficulties in spin 
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polarization spreading along the tube’s diameter. However, contact-induced 

polarization leads to the filling of the unoccuppied states and vanishing of the band 

gap. It causes an appearance of local conductivity in BNNT(9,0)/Ni and 

BNNT(9,0)/Co composites. According to the spin density spatial distribution 

(Figure 5), the nitrogen atoms of BNNT/Ni are positively spin polarized, while 

only weak negative polarization is observed at boron atoms. In contrast, 

significantly stronger negative polarization on B is observed in the case of 

BNNT/Co due to the much shorter distance between boron and cobalt atoms in 

top:hcp configuration than between B and Ni in top:fcc (3.749 and 5.761 Ǻ, 

respectively). 

 

Figure 5. Spin density spatial distribution of BNNT(9,0)/Co (a) and 

BNNT(9,0)/Ni (b). Yellow (blue) color corresponds to spin-up (spin-down) 

electron density. Boron (nitrogen) atoms are represented as green (gray) balls 

 

The magnitude of nanotubes’ total spin polarization is presented in Table 3. 

The NTs deposited on Co surface are significantly more spin polarized than those 

on Ni slabs. This can be attributed to the different number of electrons for these 

ferromagnetic metals. Conducting nature of CNT(9,0) results in spreading of both 
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spin-up and spin-down density along the tube’s diameter and decreasing of spin 

polarization value. 

 

Table 3. Magnitude of spin polarization of nanotube’s atoms for the most 

energetically favorable NT/TM configurations 

 , % 

Nanotube Co Ni 

CNT(9,0) 35 14 

CNT(10,0) 87 17 

BNNT(9,0) 55 13 

 

According to the partial densities of states plotted for the armchair nanotube 

atoms being in direct contact with metal surface and for the atoms on the opposite 

side of the tube (Figure 6), BN (5,5) nanotube demonstrates local contact-induced 

conductivity while the rest of the tube remains to be an insulator, as well as the 

(9,0) one [53].  

 

Figure 6. Boron (a) and nitrogen (b) PDOSes of BNNT(5,5)/Ni composite. 

Red (blue) line corresponds to atoms near to (far from) the interface. 
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The positive spin polarization was observed for the nitrogen atoms while the 

boron atoms are negatively spin-polarized (Figure 7b, 7d). Spin density 

distribution is quite similar for all 4 BNNT-based nanocomposites. However, their 

magnitude of spin polarization differs significantly (see Table 4).  

 

Figure 7. Spatial distribution of spin density in (a)CNT(5,5)/Ni; (b) 

BNNT(5,5)/Ni; (c) CNT(5,5)/Co; (d) BNNT(5,5)/Co. 

Yellow (blue) color corresponds to spin-up (spin-down) electron density 
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This can be attributed to the larger distance between boron and metal atoms 

in top:fcc configuration which weakens the effect of its polarization. Indeed, we 

can see that polarization of nanotube BNNT(5,5)/Co (top:hcp) system is mainly 

caused by negative polarization of boron atom while it’s almost fully compensated 

by positively polarized nitrogen atoms (see Figure 7) in BNNT(5,5)/Co (top:fcc). 

The same tendency, though less pronounced, can be observed in BNNT(5,5)/Ni 

composites (see Table 4). These results are in good agreement with those for 

planar h-BN sheet [46] and (9,0) BN nanotubes [53]. 

Table 4. Magnitude of spin polarization of nanotube’s atoms at the Fermi 

level 

Nanocomposite     

BNNT(5,5)/Co (top:fcc) 1.5 

BNNT(5,5)/Co (top:hcp) 15.2 

BNNT(5,5)/Ni (top:fcc) 11.7 

BNNT(5,5)/Ni (top:hcp) 24.8 

CNT(5,5)/Co (bond) 13.0 

CNT(5,5)/Co (top:hcp) 8.8 

CNT(5,5)/Ni (bond) 3.9 

CNT(5,5)/Ni (top:fcc) 17.4 

 

Electronic structure of carbon atoms being distant from interface is also 

quite similar to that of an isolated nanotube, while the vanishing of the gap is 

observed for atoms in direct contact with metal slab (Figure 8). These atoms are 

visibly negative spin-polarized (Fig. 7a, 7c). There is also a positive polarization of 

the next atoms in CNT(5,5)/Co (bond). However, we can see again that both for Co 

and Ni-based interfaces   depends strongly on the configuration (Table 4) while 

energy difference between them is very small. This means that the yield of both 

configurations in synthesis would be almost the same which, in turn, makes their 
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utilization in spintronic devices much less perspective even though some of them 

show significant values of spin polarization.  

 

Figure 8. Partial density of states of CNT(5,5)/Ni carbon atoms. 

Red (blue) line corresponds to atoms near to (far from) the interface. 

 

 

4.2 Buckminsterfullerene C60 interfaces with Fe(001) surface  

Six different possible high-symmetry configurations of C60 deposition on the 

Fe(100) surface were considered as initial structures (see Figure 9): four ones with 

carbon hexagon, pentagon, hexagon-hexagon bond or hexagon-pentagon bond 

placed upon the iron atom, and two ones with 2 or 4 carbon atoms belonging to one 

hexagon placed directly or nearly upon corresponding 2 or 4 iron atoms. However, 

most of them then relaxed to one of the following configurations with much lower 

symmetry: bridge-1 and bridge-2 have the only difference in the degree of metal  
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Figure 9. Initial geometries of C60/Fe(001) interfaces. Carbon atoms are denoted as 

grey balls, red and yellow-red ones correspond to the first and second layer of iron 

surface. For the sake of better clarity, only the bottom part of fullerene is 

presented. 

 

slab deformation while the orientation of C60 is virtually the same (Figure 10); 

initial 2C-atop structure is slightly distorted due to the carbon atoms displacement 

from top positions resulted in 2 corresponding carbon bonds placed upon Fe atoms 

(see Figure 10), and hereafter denoted as 2C-bond; the most symmetric 4C-atop 

configuration  was however the least favorable among all (see Table 5). 2C-bond 

and 4C-atop structures have almost the same binding energies which is expectable 

due to their similarity. Much larger energy difference between bridge-1 and bridge-

2 may be explained in terms of the deformation energy of iron slab. Indeed, the 

slab is substantially more distorted in former case which is also confirmed by the 

value of deformation energy which is by 0.18 eV higher than that of bridge-2 
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Figure 10. Geometries of optimized C60/Fe(001) structures. Carbon atoms are 

denoted as grey balls, red and yellow-red ones correspond to the first and second 

layer of iron surface. Contacting C60 atoms are denoted by blue circles. For the 

sake of better clarity, only the bottom part of fullerene is presented. 
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(0.482 and 0.305 eV for bridge-1 and bridge-2, respectively) while difference in 

binding energy is equal to 0.19 eV. Values of binding energy themselves are high 

(~3 eV) which confirms the presence of chemical bonding in the system, in 

agreement with previous theoretical and experimental data [80–82]. Both bridge-1 

and bridge-2 configurations are somewhat similar to the ones reported in literature 

[80,82] in terms of fullerene’s orientation confirming our suggestions about high 

movability of C60 on iron surface.  

 

Table 5. Values of binging energy, charge, magnetic moment and Fermi-level spin 

polarization in Fe(100)/C60 composites 

Configuration 

Binding 

energy, 

eV 

Total C60 

charge, e 

Charge on 

contacting C60 

atoms, e 

(divided by 

total charge, 

%) 

Magnetic 

moment of C60 

molecule, μB 

Spin 

polarization at 

Fermi level, % 

bridge-1 -3.082 2.217 2.086 (94.0) -0.124 -72.6 

bridge-2 -3.274 2.112 2.017 (95.5) -0.153 38.3 

2C-bond -2.945 1.904 1.554 (86.7) -0.040 -28.2 

4C-atop -2.921 1.667 1.445 (81.6) -0.153 51.7 

     

For each configuration, charge and spin distribution were estimated using 

Bader charge analysis [110–112] with high-density FFT grid (see Table 5). We 

found magnetic moments to be slightly lower and charge of C60 molecule to be 

slightly higher than that reported in literature [82]. This can be attributed to the 

difference of composite’s configurations or to the different density of FFT grid and 



 

46 

 

does not change overall conclusions. Value of spin polarization at Fermi level was 

calculated according to the equation (2). 

The analysis of partial densities of states (PDOS) shows that electronic 

structure of C60 on the Fe(001) surface is strongly distorted comparing with that of 

the bare fullerene (see Figure 11). Band gap is vanishing, and peaks are shifted to 

the lower energies which confirm the major deformation of fullerene playing a key 

role in composite formation [82].  

 

Figure 11. PDOS of C60 molecule for bridge-2 configuration of C60/Fe(001) 

composite (blue line) in comparison with DOS for pristine fullerene (black line) 

 

It should be emphasized that PDOS remains its features both for the atoms 

being in direct contact with substrate and for the opposite side atoms (Figure 12). 

This trend is observed in all four structures we considered. In order to shed the 

light on the spin density distribution in C60/Fe(100) composites, we present its 

spatial patterns for each configuration (see Figure 14). Carbon atoms are 

negatively spin polarized, and the more is the overlapping between carbon and iron 
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the less is the negative spin density on carbon atom, in perfect agreement with data 

previously reported [82].  

 

Figure 12. PDOS of fullerene atoms being in direct contact with iron slab (red line) 

and atoms from the top part of the fullerene (black line) 

 

Along with that, total charge on fullerene’s molecule is also distributed 

unequally (see Table 5). We analyzed charges on atoms contacting with iron 

substrate (14 atoms for bridge-1 and bridge-2 configurations, and 21 atoms for 2C-

bond and 4C-atop ones, denoted as blue balls at Figure 10) and found them to 

accumulate up to 95.5% of total molecule charge (see Table 5). Bridge 

configurations are more polarized than more symmetric 2C-bond and 4C-atop, 

even though the latter ones have more atoms contacting with substrate (contacting 

atoms were chosen according to the fullerene’s curvature in each case).  

Since there are several structures being very close to each other, it makes sense to 

know how easy the fullerene can move from one to another. Potential barriers of 
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fullerene relocation were then calculated using NEB method (see Figure 13). Even 

though the lowest barriers correspond to transitions between two familiar 

configurations, and there is no potential barrier in 2C-bond – bridge-2 transition, 

other ones are still relatively low (<0.5 eV) so that fullerene can move freely along 

the surface. 

 

Figure 13. Potential barriers of C60 relocation, eV 

 

In order to estimate the movability of C60 molecule, rate constant for the 

transition with the highest potential barrier (bridge-2 – 4C-atop) was calculated 

using transition state theory: 

     
        

   ,      (48) 

where A was estimated as: 
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Figure 14. Spatial distribution of spin density in C60/Fe(001) composites for a) 

bridge-1; b) bridge-2; c) 2C-bond; d) 4C-atop configurations. Carbon and iron 

atoms are denoted as grey and red balls, respectively. Yellow (blue) areas 

correspond to spin-up (spin-down) density. 
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T is temperature, Ebarrier is the potential barrier height calculated as the energy 

difference between transition state and initial composite, nominator product 

corresponds to the minimum energy points and denominator product corresponds 

to the transition state, νi is the frequency. 

Zero-point energy was also taken into account when calculating potential 

barrier of fullerene’s relocation by adding   
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to transition state energy and  
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to the energy of initial structure. N is the number of atoms in system. Corrected by 

zero-point energy, potential barrier is equal to 0.468 eV.  

According to our calculations, rate constant of C60 relocation from bridge-2 

to 4C-atop position is equal to 105410 s
-1 

at 300K and 1521800 s
-1 

at 350K (A is 

equal to 7.7·10
12

 s
-1 

). This means that, indeed, even for the highest barrier number 

of transitions per second is considerably large and should be even larger in other 

cases so that fullerene can freely move from one structure to another. It should be 

pointed out that it can adopt not only these four structures but there definitely 

should be some more configurations, though being very close both in energy and 

geometry. Indeed, it can be clearly seen from Figures 9 and 10 that a very small 

rotation is actually enough to transform, for example, 2C-bond structure to bridge-

2. Another way to go from one configuration to another is to slide along the 

surface for considerably small distance (e.g. 2C-bond to 4C-atop transition). Thus, 
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the fullerene does not have to move for large distances, which is important since 

it’s not isolated but there are neighboring molecules as well.  

Keeping this in mind, we estimated relative probabilities of each state 

appearance according to the Gibbs distribution at the temperature range of 250 – 

350 K: 

   
 

 
  

   

  
 

  
    

   

       (52) 

where Ei is the total energy of configuration i, T is the temperature, and  kB  is the 

Boltzmann constant. 

According to the values we obtained (see Table 6), P does not undergo any 

significant change from 250 to 350 K which is more than enough for 

nanoelectronic devices working in the narrow temperature range. It’s also 

worthnoting that all configurations are almost equally probable (~24-27%). This 

was taken into account when calculating average values of charge transfer, 

magnetic moment on the C60 molecule and its spin polarization at Fermi level: 

              (53) 

where X is charge, magnetic moment or spin polarization, i indicates one of the 

four possible structures, P is the corresponding probability of its appearance. Both 

charge and magnetic moment were found to remain virtually the same with 

temperature increase. Stability of these two important characteristics of composite 

opens perspectives of using C60 deposited on Fe(001) as quantum dots, 

particularly, as possible qubits. Notwithstanding absolute values of spin 

polarization at Fermi level are relatively large in each case, its average value is 

only ~2.5% since   can be either positive or negative depending on the structure 

(see Table 5). It does depend on the temperature as well.  
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Table 6. Probability (P) of different configurations appearance, charge and 

magnetic moment versus temperature 

P 

 
Temperature, K 

250 300 350 

bridge-1 0.252 0.252 0.251 

bridge-2 0.267 0.264 0.262 

2C-bond 0.241 0.243 0.244 

4C-atop 0.240 0.241 0.243 

Averaged properties of C60 molecule 

 
Temperature, K 

250 300 350 

Charge, e 1.982 1.980 1.980 

Magnetic moment, μB -0.119 -0.118 -0.118 

Spin polarization at Fermi 

level, % 
-2.4 -2.5 -2.5 

 

 

4.3 Characterization of LSMO/C60 nanocomposites  

Different possible configurations of LSMO/C60 nanocomposite were 

considered (see Figure 15). Each configuration is denoted as X(η
y
), where X=O or 

Mn, and y stands for the number of carbon atoms surrounding  X (see Figure 15). 

Five initial configurations with y varying from 2 to 6 were chosen for Mn-

coordinated structures, and, similarly, for O-coordinated ones. Since there are two 

unequal η
2
 configurations (with carbon bond between two hexagons or between 

hexagon and pentagon placed upon corresponding LSMO atoms), they were 

designated as η
2 
and η

2’
, respectively. Obviously, there is no way to construct an η

4
 

configuration with four carbon atoms being equally distant from coordinating 
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atom. Thus, it has been excluded from the scope of our investigation, and so the 

total number of initial structures became 10. According to our calculations, binding 

energies of all structures are considerably high and differ from each other in range 

of 0.3 eV (see Table 7). Such proximity witnesses the co-existence of many 

microstates that can easily transform from one to another (see Figure 15). The 

height of migration barrier is conditioned mainly by the difference in binding 

energies. Possibility of fullerene’s migration along the surface was also recently 

reported for Au and Fe  

 

 

Figure 15. Possible geometries of LSMO/C60 hybrid structures and binding 

energies corresponding to them. For the sake of better clarity, only the bottom part 

of the fullerene is presented, when needed. Inset shows additional structure with 

carbon atom placed upon Mn. 
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surfaces [113,114]. The probability of each state appearance was estimated 

according to the Gibbs distribution in the temperature range of 300-600 K. О(η
3
) 

and О(η
5
) were found to be the most probable to occur at 300 K. It can be noticed 

from Figure 15 that these two structures possess carbon atoms placed upon Mn 

atom, while structure with C-C bond upon the Mn atom are less favorable, and 

ones without contact with manganese atom are considerably higher in energy. This 

reveals the key role of transition metal atom in binding between LSMO and С60 

molecule. At the same time, the presence of oxygen leads to repulsion with 

fullerene’s π-conjugated system. Supply from О(η
6
) and Mn(η

2'
) configurations 

 

Table 7. Binding energy, fullerene’s charge, magnetic moment and spin 

polarization at Fermi level in LSMO/C60 nanocomposites 

Type of 

structure 

Binding energy, 

eV 

C60 charge, e C60 magnetic 

moment, μB 

Spin polarization 

of C60 at Fermi 

level, % 

Mn(η
6
) -2.3518 0.3261 0.0326 -4.7 

Mn(η
5
) -2.3819 0.3361 0.0185 -13.7 

Mn(η
2
) -2.5621 0.3389 0.0373 -6.6 

Mn(η
2'
) -2.5920 0.3661 0.0499 -20.1 

Mn(η
3
) -2.4076 0.3340 0.0336 -5.9 

О(η
6
) -2.6210 0.3603 0.0446 -13.0 

О(η
5
) -2.6420 0.3698 0.0298 -21.9 

О(η
2
) -2.3620 0.3165 0.0241 -3.8 

О(η
2'
) -2.5690 0.3544 0.0456 -11.0 

О(η
3
) -2.6504 0.3703 0.0435 -18.3 

Mn(η
1
) -2.5789 0.3576 0.0369 -24.5 
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becomes valuable as the temperature increases (18 and 10% at 600 К, respectively, 

see Table 8). Less pronounced are supplies from О(η
2'
) and Mn(η

2
) (6% at 600 К). 

Probabilities of other configurations appearance are less than 5% even at 600 K.  

 

Table 8. Probability (P) of each configuration appearance, fullerene’s averaged 

charge, magnetic moment and spin polarization versus temperature.  

P 

 Temperature, K 

300 400 500 600 

Mn(η
6
) less than 0.01 less than 0.01 less than 0.01 less than 0.01 

Mn(η
5
) less than 0.01 less than 0.01 less than 0.01 less than 0.01 

Mn(η
2
) 0.01 0.03 0.04 0.06 

Mn(η
2'
) 0.05 0.07 0.09 0.10 

Mn(η
3
) less than 0.01 less than 0.01 less than 0.01 less than 0.01 

О(η
6
) 0.14 0.17 0.17 0.18 

О(η
5
) 0.32 0.30 0.29 0.27 

О(η
2
) less than 0.01 less than 0.01 less than 0.01 less than 0.01 

О(η
2'
) 0.02 0.03 0.05 0.06 

О(η
3
) 0.45 0.39 0.35 0.32 

Averaged properties of C60 molecule 

 
Temperature, K 

300 400 500 600 

Charge, e 0.3677 0.3666 0.3658 0.3648 

Magnetic 

moment, μB 
0.0394 0.0398 0.0401 0.0403 

Spin polarization 

at Fermi level, % 

-18.5 

(-18.6) 

-18.0 

(-18.3) 

-17.6 

(-18.0) 

-17.3 

(-17.8) 
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The analysis of composites’ electronic structure (see Table 7) shows that charge 

and magnetic moment on fullerene molecule is virtually the same for all 

configurations. Spin polarization value varies from 4 to 22% for different 

configuration. 

However, it doesn’t change its sign (see Table 7) that means that spin-

polarized transport is possible even if one configuration moves to another. 

Averaged properties of fullerene molecule in LSMO/C60 composite were 

calculated taking into account probabilities of microstates’ appearance at different 

temperatures. All properties discussed here remain stable in the temperature range 

of 300 – 600 K (see Table 8). C60 molecule gains the charge of approximately 0.36 

e due to the interaction with LSMO slab, though it seems to be not spin-polarized 

according to the small value of magnetic moment (~0.04 µB). Spin density 

distribution analysis was then performed for two most favorable configurations 

(see Figure 16). Only carbon atoms being placed upon Mn possess negative spin 

polarization while adjacent atoms are positively spin-polarized resulting in 

relatively small total magnetic moment on the molecule. This confirms our 

suggestions about the key role of Mn atoms in binding between fullerene and 

LSMO substrate. 

In order to prove this, we then performed the calculation of one more 

additional structure with pentagon carbon atom being placed directly upon Mn 

atom (Mn(η
1
) configuration, see inset on Figure 15). Binding energy of this 

structure was found to lie in the range defined previously for structures with carbon 

upon manganese, though being lower than for O(η
3
) and O(η

5
) considered as the 

most favorable ones. This may be attributed to the fact that two manganese atoms 

are involved into the interaction in latter case (see Figure 2) instead of one in case 

of Mn(η
1
). 
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Figure 16. Spatial spin density distribution in LSMO/C60 composites. Blue and 

yellow areas denote spin-up and spin-down density, respectively.  

 

Properties of C60 molecule for this configuration are summarized in Table 7 

and red-colored since they were not included when calculating averaged properties 

for Table 8. We additionally calculated probability of its appearance and found it 

to vary from 3 to 7% for different temperatures. Including this configuration into 

averaging procedure does not affect neither charge nor magnetic moment on 

fullerene molecule but increases the degree of spin polarization at Fermi level, 

especially at high temperatures. These new values are then presented in 

parentheses in Table 8. Indeed, one can clearly see from Table 7 that new Mn(η
1
) 

structure possesses the highest degree of spin polarization among all. Spin density 
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spatial distribution presented on Figure 17 is in perfect agreement with results 

previously obtained (see Figure 16).  

 

 

Figure 17. Spatial spin density distribution for Mn(η
1
) structure. Blue and yellow 

areas denote spin-up and spin-down density, respectively.  

 

However, analysis of PDOS plotted for positively and negatively spin-

polarized carbon atoms shows only the minor difference between them (see Figure 

18a). Higher spin polarization at Fermi level for C atom adjacent to contacting is 

also quite puzzling and complicates the understanding of physics beyond this. This 

problem can be solved by integrating the DOS over the energies (which 

corresponds to how many states can be found below the given energy) and then 

taking the residual between spin-up and spin-down integrated DOS which gives the 

total spin polarization itself. Such analysis is presented on Figure 18b. Apparently, 

Mn atom affects contacting C atom making it negatively spin-polarized, and 

contacting C, in turn, affects adjacent carbon atom resulting into positive spin 

polarization of the latter. This can be seen from the perfect match between all the 

features in their spin polarization spectra. The abovementioned kind of magnetic 

ordering then spreads over the whole C60 molecule with decreasing intensity and 

can be seen from spatial spin density patterns when lowering isosurface level. In 

fact, complex magnetic exchange mechanism is involved. It appears to be very 

similar to superexchange interaction between 3d metal cations and nonmagnetic 
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anions but here the overlapping between manganese     orbitals and molecular 

orbitals of C60 molecule takes place (see Figure 18c). This gives us insight of how 

spin-polarized current flows through LSMO/C60 interface though the total 

magnetic moment of fullerene molecule is considerably low. 

 

Figure 18. Partial density of states (a) and overall spin polarization (b) for C atom 

contacting with Mn (red line) and adjacent C atom (blue line); partial density of 

states (c) for Mn     (red line) and carbon    (black line) orbitals 

 

 

4.4 The role of surface termination in CNT/LSMO composites 

4.4.1 Interaction with Sr-O terminated surface 

Three CNT(9,0)/LSMO(Sr-O) configurations (Figure 19) were considered. 

The first Sr(
2
) configuration (Sr ion coordinated to C-C bond) is presented in 

Figure 19a. The second Sr(
3
) configuration was originally characterized by Sr ion 

coordinated to carbon hexagon but slightly displaced during the optimization 

resulting in coordination to C3 fragment of CNT(9,0) (Figure 19b). The third 

CNT(9,0) O(
6-2

) configuration with two oxygen ions coordinated to 
6
 and 

2
 

positions, respectively, is presented in Figure 19c. It is necessary to note that the 

difference between lattice parameter of LSMO and CNT(9,0) along a direction is 

quite large and results in 9% contraction of the CNT(9,0).  
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а – Sr(
2
), б – Sr(

3
), в – О(

6-2
) 

Figure 19. Different configurations of CNT(9,0)/LSMO(Sr-O) nanocomposites. 

For the sake of better representation, the upper part of tubes is cut. 

 

Similarly to the interfaces of CNTs with ferromagnetic substrates of 

Co(0001) and Ni(111) [53,115], armchair (5,5) carbon nanotube being very close 

in diameter to CNT(9,0) (6,97 and 7,05 Å, respectively) was also considered. Only 

the Sr(
6-2

) configuration (Figure 20) was calculated for CNT(5,5)/LSMO(Sr-O) 

heterostructure since it is close to the most favourable for CNT(9,0)/LSMO(Sr-O) 

Sr(
3
) configuration. The CNT (5,5) slab is stretched by 5% because of mismatch 

with the structural parameters of LSMO. The binding energies and shortest bond 

lengths between CNT and LSMO fragments for CNT-based heterostructures are 

presented in Table 9.  

 

Figure 20. Structure of CNT(5,5)/LSMO(Sr-O) nanocomposite. For the sake 

of better representation, the upper part of the tube is cut. 
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Values of binding energies and bond distances witness the presence of weak 

van der Waals interactions between CNTs and LSMO slab (Table 9).  

 

Table 9. Binding energies and bond lengths of CNT(9,0)/LSMO(Sr-O) and 

CNT(5,5)/LSMO(Sr-O) heterostructures 

Composite 
CNT(9,0)/LSMO 

CNT(5,5)/LSMO 
Sr(

3
) О(

6-2
) Sr(

2
) 

Binding energy, 

eV 
-0.5663 -0.3468 1.0213 -2.0710 

Bond distance, Å 2.830 3.023 2.898 3.123 

 

Configuration Sr(
3
)

 
is the most energetically favorable among three 

CNT(9,0)/LSMO(Sr-O) composites with -0.5663 eV binding energy per supercell 

(which corresponds to -0.016 eV/carbon atom). Strontium atom is displaced from 

the centre of carbon hexagon to attain the 
3
 site changing Sr(

6
) configuration to 

Sr(
3
), so the bond length becomes shorter (see Figure 19b). However, Sr(

2
)

 

configuration with comparable bond distance is not stable because of positive 

binding energy (1.0213 eV or 0.028 eV per carbon atom).  

The Sr(
6-2

) configuration of CNT(5,5)/LSMO(Sr-O) heterostructure 

demonstrates lower binding energy (-2.0710 eV per unit cell or -0.035 eV per 

carbon atom). No displacement was observed for this configuration. It is necessary 

to note that CNT(9,0) and CNT(5,5) have almost the same diameter and they do 

not create covalent bonds with LSMO support. So, the visible difference in the 

binding energies of the nanotubes can be caused by different types and values of 

structural stress caused by crystal lattice mismatch. 

The analysis of composites’ electronic structure (Figure 21) shows that it 

remains almost the same as for bare LSMO in both cases. Only a slight peak 
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displacement can be observed. Although composites are almost totally spin 

polarized, it can be seen that this is due to LSMO slab while nanotubes’ spin-up 

and spin-down partial densities of states are of an equal intensity (spin polarization 

values are ~1.7% and ~0.3% for CNT(5,5) and CNT(9,0), respectively, the absence 

of visible spin polarization is also confirmed by the spatial spin density 

distribution).  

To study the influence of the associated strain, the free-standing relaxed and 

stretched (the same stress as for CNTs on LSMO) CNT(9,0) and CNT(5,5) were 

chosen for the calculations. It should be noticed that stretching and contraction of 

bare nanotubes leads to the rearrangement of electron density, then unoccupied 

bands are filled and the Fermi level changes (Figure 22). Similar effect is observed 

when it’s interacting with LSMO. The strain leads to appearance of a narrow band 

gap (0.2 eV) and significant shift of the Fermi level in the DOS of CNT(5,5) 

(Figure 22a). Interaction of CNT(5,5) with LSMO fragment leads to the visible 

redistribution of peak intensities of the DOS with low spin polarization at Fermi 

level (1.7%). The same effects are detected for CNT(9,0) as well. 

 

Figure 21. a) Density of states of CNT(9,0)/LSMO(Sr-O) heterostructure. Black 

and blue lines correspond to the total and partial LSMO DOS, respectively. b) 

Spatial distribution of spin density in CNT(5,5)/LSMO(Sr-O) heterostructure. 
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Grey, yellow and red balls correspond to carbon, strontium and oxygen atoms; 

green and brown areas represent spin-up and spin-down density, respectively. 

 

 

Figure 22. Densities of states for (a) CNT(5,5) and (b) CNT(9,0). Blue, red and 

black lines correspond to relaxed CNTs structures, strained CNTs structures with 

LSMO translation vector adopted, and partial densities of states of nanotubes in 

CNT/LSMO(Sr-O) composite. 

 

The contraction leads to the visible shift of Fermi level, and interaction with 

LSMO causes further shift and smearing of peaks. The spin polarization of the 

CNT(9,0) is even smaller than for CNT(5,5) and is equal to 0.3%. The Bader 

charge analysis [110–112] shows that total tube charges are equal to 0.4 and 0.8 

electron charges for CNT(9,0)/LSMO and CNT(5,5)/LSMO, respectively.  

Thus, even though the substrate changes the electronic structure of the 

nanotubes significantly, there is no difference between spin-up and spin-down 

density, in contrast to ferromagnetic Со(0001) and Ni(111) surfaces [53,115]. The 

electronic structure of LSMO is also virtually the same as for pristine slab 

confirming the presence of a weak van-der-Waals interaction between Sr-O 

terminated LSMO and carbon nanotubes. However, a different termination may 

lead to the new interesting effects and change the composite properties. Hence, we 

then considered interaction of CNT(5,5) with Mn-O terminated LSMO surface. 
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4.4.2  Interaction with Mn-O terminated surface 

Keeping in mind the fact of a major contraction of CNT(9,0) when forming 

composites with La0.7Sr0.3MnO3, we then decided to pay more attention for 

interaction between CNT(5,5) and Mn-O terminated LSMO. As previously, 6×2×1 

supercell (a= 23.32 Å, b=7.77 Å, c=30.00 Å) of LSMO slab was used with 1×2×1 

k-points along a, b and c direction. 

We have considered three following configurations of 

CNT(5,5)/LSMO(Mn-O) composite (Figure 23): Mn(
6-2

) with Mn atoms 

coordinated to carbon hexagon and C-C bond (see Figure 23a); O(
4
) with oxygen 

atom being slightly displaced from the center of hexagon (see Figure 23b); and 

O(
6-2

) configuration with oxygen atoms coordinated to 
6
 and 

2
 positions (see 

Figure 23c).  

 

a – Mn(
6-2

), b – O(
4
), c – O(

6-2
) 

Figure 23. Configurations of CNT(5,5)/LSMO(Mn-O) nanocomposite. For the 

sake of better representation, the upper part of the tube is cut. 

According to our calculations, O(
4
) is the most favorable among all (see 

Table 2) even though it demonstrates larger bond distance in comparison with 

Mn(
6-2

) and O(
6-2

) ones. This may be explained in terms of stronger interaction 

between nanotube carbon conjugated system and manganese ions (see Figure 4 and 

Figure 6). Indeed, we can clearly see that while there is only one Mn atom 
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overlapping with each carbon hexagon in Mn(
6-2

) and O(
6-2

), each hexagon of 

O(
4
) contacts with two manganese atoms. The patterns of spin density 

distribution (Figure 6) support this suggestion: we can see negative spin 

polarization of carbon atoms contacting with manganese and positive spin 

polarizations of atoms next to them, which is very similar to what we have 

observed for buckminsterfullerene deposited on the same surface [116].  

 

Table 10. Properties of CNT(5,5)/LSMO(Mn-O) nanocomposite 

Composite 
CNT(5,5)/LSMO 

Mn(
6-2

) O(
4
) O(

6-2
) 

Binding energy, eV -1,25 -1,41 -1,23 

Bond distance, Å 2,53 2,70 2,65 

Charge of the tube, е 0,25 0,28 0,24 

Magnetic moment of the 

tube, µВ 

0,15 0,12 0,13 

Spin polarization of the 

tube at the Fermi level, 

% 

-12,8 -44,2 -12,6 

 

Configuration O(
4
) possesses slightly larger charge being transferred to the 

tube and much larger spin polarization at the Fermi level, in contrast to both Sr-O 

terminated surface and other two configurations (see Table 10). The magnetic 

moment on the tube is, however, slightly smaller than others. This is obviously 

caused by the effect we’ve mentioned above: there are both positively and 

negatively spin-polarized carbon atoms, and the stronger is the interaction between 

manganese and carbon, the more prominent becomes the complex magnetic 

ordering previously found for carbon structures on LSMO(Mn-O) surface. Since 
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the O(
4
) is the most symmetric with respect to the Mn, positive and negative spin 

polarization partially compensate each other. However, one could have noticed that 

binding energy for the CNT(5,5) on LSMO(Mn-O) surface are by ~0.7-0.8 eV 

smaller than that for CNT(5,5) on LSMO(Sr-O) surface even though the 

interaction between composite compartments is stronger in former case. This is 

mainly caused by the major deformation of the tubes when forming these 

composites (see Figure 24). The energy of nanotube’s deformation was estimated 

to vary from 0.4 to 0.5 depending on the configuration, and, thus, was supposed to 

be responsible for the difference in binding energy.  

 

a – Mn(
6-2

), b – O(
4
), c – O(

6-2
) 

Figure 24. Spatial spin density distribution in CNT(5,5)/LSMO(Mn-O) 

nanocomposites. Yellow and blue areas correspond to spin-up and spin-down 

density, respectively. 
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SUMMARY 

 

 

The interfaces of armchair and zigzag carbon and boron nitride nanotubes 

with ferromagnetic Co(0001) and Ni(111) surfaces was investigated by first-

principles calculations. The electronic structure analysis reveals the presence of 

contact-induced spin polarization in all composites. It was found that NT(n,0)/Co 

composites are approximately twice as low in energy as NT(n,0)/Ni ones and spin 

polarization in these systems is also much stronger. Lower energy of CNT(9,0)/TM 

in comparison with CNT(10,0)/TM can be attributed to the difference in their 

conducting properties. Conducting nature of CNT(9,0) also causes a weaker spin 

polarization in comparison with other tubes. In addition, BNNTs demonstrate a 

local contact-induced conductivity while the fragments distant from interface 

remain to be insulating. Value of spin polarization differs significantly from one 

possible configuration of composite to another for armchair nanotubes. 

Unfortunately, for all considered systems there is almost no difference in energy 

among the variants of nanotube and metal substrate mutual arrangement. This 

makes their utilization in spintronics unreasonable, in contrast with previously 

studied zigzag nanotubes [8]. However, contact-induced local conductivity in 

boron nitride nanotubes still can be used somewhere in nanoelectronic devices. 

Particularly, their high thermal conductivity along with abovementioned unique 

electronic properties allows using them in thermoelectric coolers based on the 

Peltier effect.  

Density functional study of atomic and electronic structure of 

C60/Fe(100) composite shows the coexistence of a number of possible 

structures with strong chemical bonding between composite compartments. 

Fullerene and slab deformation plays an important role in the formation of 

composites. Low potential barriers of fullerene’s relocation witness the 
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possibility of transitions between stable structures which are almost equally 

probable according to the Gibbs distribution. Average charge transfer and 

magnetic moment on C60 molecule remain virtually the same within the 

range of 250 – 350 K, opening possibility of using such composites for 

quantum computing or other applications. Many possible structures were 

also found to co-exist for LSMO/C60 nanocomposites in wide range of 

temperatures. Only spin polarization at Fermi level was found to depend strongly 

on the configuration while both C60 charge and magnetic moment remain virtually 

the same. However, spin-polarized transport is still possible even for less favorable 

configurations. Manganese atoms play a key role in binding between fullerene and 

LSMO which is confirmed by the values of binding energies and spatial spin 

density distribution patterns. The mechanism of spin-polarized charge transport 

was discussed. According to our analysis of magnetic moment values and spin 

density spatial distribution, it’s evident that this is due to the special kind of 

magnetic ordering in C60 molecule rising from the interaction with manganese 

atoms and complex magnetic exchange interaction. 

The interaction with LSMO(Sr-O) slab changes the electronic structure of 

the tubes noticeably. However, this change is mainly due to the deformation of the 

tubes, not the interaction with the substrate. The electronic structure of LSMO 

remains unchanged, and only a weak van-der-Waals interaction is responsible for 

the composite formation. In contrast to the Sr-O terminated surface, there is a 

visible interaction between CNT(5,5) and Mn-O terminated LSMO. Overlapping 

between carbon and manganese atoms plays a key role in composite formation, in 

agreement with results obtained for C60 [116]. Regardless the major deformation of 

nanotubes when interacting with LSMO, the composite formation is energetically 

favorable in all cases.  
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